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# Введение

**Современное состояние и актуальность темы исследования.**

В прикладных исследованиях довольно часто возникает необходимость выяснить, имеют ли различия генеральные совокупности, из которых взяты две независимые выборки. В математической статистике данная задача формулируется как проверка гипотезы об однородности законов распределения вероятностей. Необходимость проверки данных гипотез появляется в различных ситуациях, когда хотят удостовериться в неизменности (или напротив в изменении) статистических свойств некоторого объекта или процесса после целенаправленного изменения фактора или факторов (методики, технологии и т.д.), неявным образом влияющих на исследуемый объект. Иными словами, проверяется изменение или наоборот сохранение статистических показателей объекта или процесса до некоторого оказанного воздействия и после с течением времени. Например, надо выяснить, влияет ли способ упаковки некоторых деталей на заводе на их потребительские качества через год после хранения. Или другой пример применения исследований однородности: в маркетинге важно выделить сегменты потребительского рынка.

В случае если установлена однородность двух выборок, то вполне вероятно группировка сегментов, из которых они взяты, в один. В последующем это позволит воплотить в жизнь по отношению к ним схожую рекламную политику (проводить одни и те же маркетинговые  процедуры и т.п.). В случае если же установлено отличие, то поведение потребителей в двух сегментах различно, объединять эти сегменты невозможно, и могут понадобиться различные рекламные компании, своя для каждого из этих сегментов.

Для решения данной задачи широко используются критерии однородности. Критерии однородности призваны определить, взяты ли две (или более) выборки из одного распределения вероятностей. На данный момент существуют множество таких критериев. Критерий однородности Смирнова предложен в работе [1] и рассмотрен в работах [2, 3]. В русскоязычной литературе трудно найти упоминания о критерии Андерсона-Дарлинга. Тем не менее, критерий однородности Андерсона-Дарлинга был подробно рассмотрен в работах [4, 5]. На ряду с критерием Смирнова на практике частое применение находит критерий Лемана-Розенблатта [6, 7].

На практике чаще всего приходится иметь дело с данными ограниченной точности. Зачастую, это целые числа, или данные с одним, двумя знаками после запятой. При больших объемах выборок, количество повторений в выборках тоже становится большим. Становится интересно, можно ли руководствоваться данными по исследованию критериев однородности для таких выборок. Подчиняются ли статистики критериев предельным распределениям, и при каких объемах выборок можно реально пользоваться этими предельными распределениями статистик критериев. Исследования распределений статистик и мощностей критериев однородности подробно рассматривались в работах [8 - 11].

**Цель и задачи исследований.** Целью данной работы является разработка математического и алгоритмического обеспечения для исследования критерия однородности Андерсона-Дарлинга на данных ограниченной точности.

Для достижения сформулированной цели были поставлены и решены следующие задачи:

* исследование распределения статистики критерия однородности: Андерсона-Дарлинга на данных ограниченной точности;
* сравнительный анализ распределения статистики критерия с предельной функцией распределения;

# Критерии проверки однородности законов распределения

## Общая постановка

При анализе случайных ошибок средств измерений, при статическом управлении качеством процессов часто возникают вопросы решения задачи проверки гипотез о принадлежно­сти двух выборок случайных величин одной и той же генеральной совокуп­ности. Такая задача, естественно, возникает при проверке средств измерений, когда пытаются убе­диться в том, что закон распределения случайных ошибок измерений не пре­терпел существенных изменений с течением времени.

Задача проверки однородности двух выборок формулируется следующим образом. Пусть имеются две упорядоченные по не убыванию выборки размером ![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAECCQAAAADTXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAaABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABgAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9NDgogAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbQAAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg20AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAtACKBQAACgA2DGY3NgxmN7QAigUw0BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) и ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9fDQouAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbnkAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg24AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAtACKBQAACgBVDWbOVQ1mzrQAigUw0BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) :

![](data:image/x-wmf;base64,183GmgAAAAAAAMAJQAIACQAAAACRVQEACQAAAyICAAACAK0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAJCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ACQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAdsAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+DEgpaAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTK8ArwBBQAAABQCgAGTBRwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////NhEKnQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAALi4uWmAAYAAAAwUAAAAUAuMB1AgcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4MSClsAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAG0AvAEFAAAAFAKAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///82EQqeAAAKAAAAAAAEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAAB4eHhbpAI9BQADBQAAABQCgAGyARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAwB5pdb9ajkX+////gxIKXAAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAAo6OjAM0CcAIAA60AAAAmBg8AUAFBcHBzTUZDQwEAKQEAACkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3gAAwAbAAALAQACAIgxAAABAQAKAgSGZCKjAgCDeAADABsAAAsBAAIAiDIAAAEBAAoCBIZkIqMCAIIuAAIAgi4AAgCCLgACBIZkIqMCAIN4AAMAGwAACwEAAgCDbQAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQC4tACKBQAACgAnDma4Jw5muLQAigUw0BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) и ![](data:image/x-wmf;base64,183GmgAAAAAAAOAJQAIBCQAAAACwVQEACQAAAyICAAACAK0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuAJCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAfMAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9eDQrIAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTLUArwBBQAAABQCgAHDBRwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////CxEK1QAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAALi4uyGAAYAAAAwUAAAAUAuMBHAkcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///14NCskAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAG4AvAEFAAAAFAKAAV4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8LEQrWAAAKAAAAAAAEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAAB5eXkYvAJVBQADBQAAABQCgAHKARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAwB5pdb9ajkX+////Xg0KygAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAAo6OjyeUCcAIAA60AAAAmBg8AUAFBcHBzTUZDQwEAKQEAACkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3kAAwAbAAALAQACAIgxAAABAQAKAgSGZCKjAgCDeQADABsAAAsBAAIAiDIAAAEBAAoCBIZkIqMCAIIuAAIAgi4AAgCCLgACBIZkIqMCAIN5AAMAGwAACwEAAgCDbgAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDutACKBQAACgBuDWbubg1m7rQAigUw0BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

Для определенности обычно полагают, что ![](data:image/x-wmf;base64,183GmgAAAAAAAOADoAECCQAAAABTXAEACQAAA1kBAAACAIMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAwAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9fDQqtAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAbW6UAgADBQAAABQCQAGiARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAwB5pdb9ajkX+////TQ8KcAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAo24AA4MAAAAmBg8A+wBBcHBzTUZDQwEA1AAAANQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg20AAgSGZCKjAgCDbgAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCgtACKBQAACgDNEGagzRBmoLQAigUw0BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), но это совсем необязательно. Проверяется гипо­теза о том, что обе выборки извлечены из одной и той же генеральной сово­купности, т. е. ![](data:image/x-wmf;base64,183GmgAAAAAAACACQAIBCQAAAABwXgEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAXUBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+DEgrYAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMNa8AQUAAAAUAoABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///9AQCpMAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEjVAAOGAAAAJgYPAAEBQXBwc01GQ0MBANoAAADaAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINIAAMAGwAACwEAAgCIMAAAAQEAAAABCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ApbQAigUAAAoAohFmpaIRZqW0AIoFMNAZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=): ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHAAIBCQAAAADwWwEACQAAA6EBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuAHCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAVoBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8LEQoIAAAKAAAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAAKCkoKVABHgNQAQADBQAAABQCYAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////Iw8KPwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAARnhHeLABrALCAQADBQAAABQCYAGCAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAwB5pdb9ajkX+////CxEKCQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPQAAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0YAAgCCKAACAIN4AAIAgikAAgSGPQA9AgCDRwACAIIoAAIAg3gAAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDCtACKBQAACgB+EmbCfhJmwrQAigUw0BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) при любом ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9fDQrcAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAeA0AA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAtACKBQAACgBeDWayXg1msrQAigUw0BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

## Критерий Андерсона-Дарлинга

Двухвыборочный критерий Андерсона–Дарлинга (критерий однородности) рассмотрен в работе [16]. Статистика критерия определяется выражением
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Для выборок непрерывных случайных величин выражение для этой статистики принимает простой вид [16]

|  |  |
| --- | --- |
| , | (1.2) |
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Предельным распределением статистики (1.2) при справедливости проверяемой гипотезы ![](data:image/x-wmf;base64,183GmgAAAAAAACACQAIBCQAAAABwXgEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAXUBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///90EgrQAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMAC8AQUAAAAUAoABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1IRCvkAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEgAAAOGAAAAJgYPAAEBQXBwc01GQ0MBANoAAADaAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINIAAMAGwAACwEAAgCIMAAAAQEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ad7QAigUAAAoAIBFmdyARZne0AIoFMNAZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) является то же самое распределение ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAA2ABAAACAIcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQwBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+AEgohAAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAMigpAMAAAgEAAwUAAAAUAmABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7QQCoEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGF0EAIAA4cAAAAmBg8ABAFBcHBzTUZDQwEA3QAAAN0AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg2EAAgCIMgACAIIoAAIAg3QAAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAe0AIoFAAAKACARZgcgEWYHtACKBTDQGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA) [16], которое является предельным для статистики критерия согласия Андерсона–Дарлинга [12]. Функция распределения ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAA2ABAAACAIcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQwBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9vEgokAAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAMigpAMAAAgEAAwUAAAAUAmABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///8MQCoUAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGF0EAIAA4cAAAAmBg8ABAFBcHBzTUZDQwEA3QAAAN0AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg2EAAgCIMgACAIIoAAIAg3QAAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADS0AIoFAAAKAKYQZjSmEGY0tACKBTDQGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA), имеет вид [12]
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## Исследование распределений статистик

Так как цель исследования заключается в исследовании распределения статистик на данных ограниченной точности, нужно моделировать такие данные. Значения моделируемых выборок ограничивались до целого числа, до одного, двух знаков после запятой: сначала генерируется выборка заданного размера и производится округление значений.

Целью данной главы является проведение исследования, с целью выяснить, можно ли использовать критерии, если данные ограничены, подчиняются ли статистики, вычисленные по таким данным предельным законам распределения заданных критериев однородности.

В таблицах ниже (2.1-2.5) представлены значения расстояний между эмпирическими и предельными функциями распределения статистик, рассчитанные по метрике Колмогорова. Зададимся величиной расстояния, равной 0.05, при котором будем считать, что распределение статистик все еще подчиняется предельному закону распределения.

Обозначим некоторые величины для таблиц с результатами исследований:

* количество выборок N = 16600,
* \* - среднее число различных значений в объединенной выборке,
* **![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAYABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAUYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAADAHml1v1qORf7///9GFAqfAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcnkAA34AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMEDcgAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAC0AIoFAAAKAHkTZiV5E2YltACKBZjVGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)** - расстояние между эмпирическими и предельными функциями распределения статистик критерия по метрике Колмогорова.

Таблица 2.1 – Результаты для критерия однородности Андерсона-Дарлинга, округление до 2 знаков, n=m.

|  |  |  |
| --- | --- | --- |
| **n, m** |  | **\*** |
| 200, 200 | 0.02 | 241.0 |
| 500, 500 | 0.02 | 377.0 |
| 1000, 1000 | 0.03 | 442.0 |
| 2000, 2000 | 0.04 | 510.0 |
| 5000, 5000 | 0.08 | 576.5 |

По результатам, представленным в таблице 2.1, видно, что между n=m=2000 и n=m=5000 расстояние становится большим чем 0.05 на данных, округленных до двух знаков.

В округлении до целых, при n=m <= 500 расстояние было около единицы, на 1000 и больше функция распределения статистик трудно назвать схожей с предельным распределением. Хотя и при меньших размерах выборок, расстояние от предельного, равное единицы, это большая разница между функциями.

Как и предполагалось, расстояние растет с увеличением размерностей выборок. Расстояние, не превышающее величину 0.05 достигается только при очень маленьких значениях размерностей выборок при округлении до одного, двух знаков после запятой.

Таблица 2.2 –

|  |  |  |
| --- | --- | --- |
| **n, m** |  | **\*** |
| 30, 30 | 0.03 | 55.5 |
| 30, 40 | 0.02 | 63.0 |
| 30, 50 | 0.02 | 71.0 |

Таблица 2.3 –

|  |  |  |
| --- | --- | --- |
| **n, m** |  | **\*** |
| 500, 500 | 0.02 | 377.0 |
| 500, 1000 | 0.01 | 422.0 |
| 500, 2000 | 0.01 | 465.0 |
| 500, 5000 | 0.01 | 532.5 |

Что интересно, при различных размерностях выборок, с увеличением размерности второй выборки при зафиксированном значении размерности первой, расстояния оказываются меньшими, чем когда размерности двух выборок одинаковые.

Дисперсия увеличена для нормального закона, чтобы получить больше различных значений в совместной выборке для данных округленных до целых чисел и одного знака после запятой.

Для округления 1 знака после запятой, дисперсия = 10.

Таблица 2.4 –

|  |  |  |
| --- | --- | --- |
| **n, m** |  | **\*** |
| 200, 200 | 0.02 | 249.0 |
| 500, 500 | 0.02 | 374.5 |
| 1000, 1000 | 0.02 | 442.5 |
| 2000, 2000 | 0.04 | 503.5 |
| 5000, 5000 | 0.09 | 579.0 |

Для округления до целых, дисперсия = 80.

Таблица 2.5 –

|  |  |  |
| --- | --- | --- |
| **n, m** |  | **\*** |
| 200, 200 | 0.01 | 221 |
| 500, 500 | 0.03 | 321.0 |
| 1000, 1000 | 0.04 | 374.0 |
| 2000, 2000 | 0.06 | 421.5 |
| 5000, 5000 | 0.12 | 475.0 |
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